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Too fast, or too late

Curt Langlotz, Director of AI in 
health and imaging at Stanford

The message also intends to promote the idea that all radiologists will 
eventually adopt AI, thereby replacing their former selves.  But regardless of 
which replacement scenario seems more likely, no one doubts that AI will 
transform how imaging professionals practice medicine.

Many doctors complain that things are moving too fast, but the pace of AI in 
health has grown exponentially. If you do not deal with it now, it will be too late.

With estimates of average 
diagnostic error rates 
ranging from 3% to 5%, 
there are approximately 
40 million diagnostic 
errors involving imaging 
annually worldwide.



Healthcare Data World



Deep 
Learning: 
The best 
way to 
deal with 
complex 
cross 
modality 
healthcar
e data

https://www.nature.com/articles/s41746-022-00689-4#citeas



Embedding is the magic language for AI

https://arxiv.org/pdf/1904.02633.pdf

https://arxiv.org/pdf/2006.10552v1.pdf

https://www.nature.com/articles/s41746-022-00590-0



Transformer: the Power of AI
Theory: adopting the mechanism of self-attention, weighting the significance of each 

part of the input data.

Project December: GPT-3 to create hyper-realistic chatbots

Health Risk Prediction: Predicting the end of life, surgical procedure (surgery), the 

probability of hospitalization



Explainable AI in Health

https://ieeexplore.ieee.org/document/8237336

https://arxiv.org/pdf/2010.11475.pdf



AI in Health Competitive Ecosystem

• Expertise, wisdom, human attitude, care, empathy, mutual understanding, and 
support lie at the very base of the medical profession and cannot be automated.

https://www.google.com/books/edition/Artificial_Intelligence_in_Medical_Imagi/ss6FDwAAQBAJ?hl=en&gbpv=1

https://techburst.io/ai-in-healthcare-industry-landscape-c433829b320c


LLM in Healthcare



https://blogs.nvidia.com/blog/2023/03/13/what-are-foundation-models/

Foundation models
Large and reusable AI model trained on enormous quantities of unlabeled data and generalized to any tasks

https://www.nature.com/articles/s41586-023-05881-4



What does Large Language Model (LLM) do?

Language Knowledge

Understanding language

Generating language

Memorizing 
knowledge

Reasoning based on 
knowledge

https://arxiv.org/abs/2304.13712
Talk like knowledgeable human, such as a doctor!



https://www.nature.com/articles/s41586-023-05881-4



Self-supervised training

Literature
Biology

knowledgebase

Publication Textbook, etc

Corpus of text

Question

(Prompt)
Answer

Generative model

LLM

"Decide in a single word if the synergy of the drug

combination in the cell line is positive or not. The

first drug is [drug1]. The second drug is [drug2].

The cell line is [cell]."

"Positive"

"Why?"

"Because drug 1 is a potent

inhibitor of protein X ...."

A. Large pre-traeind language model

B. Few-shot prediction challenge C. Few-shot prediction using LLM

Drug1, Drug2, Cell

Positive synergy?

https://arxiv.org/abs/2005.14165

Large Language Models are Few-shot Learners



LLM in Medicine

https://www.nature.com/articles/s43856-023-00370-1

Medical Communication: patient care, simplification, 
translation, monitoring, medical literacy, mental 
health, substance abuse, clinical trial
Medical Documentation: discharge summaries, 
authorization letters, radiology report, medical notes,
Medical Diagnosis: facilitate clinical decision support, 
access/summarize patient history, retrieve medical 
knowledge and new discoveries
Medical Training: workforce training, interactive 
learning/summarizing, translational, personalized, 
medical research/literature review
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Social History:
lives at home with wife and daughter. Planning to visit other 
daughter abroad in [**Name (NI) 311**] in [**Name (NI) 547**]. 
works as psychologist. No tobacco, occasional EtOH, no other 
drugs "since the 60s."

● Community Presence

● Education Level

● Joblessness

● Homelessness

● Alcohol Use

● Tobacco Use

● Drug Use

LLM powered Medical Annotation for SDoHs

SDoH Training Set (2048) Accuracy AUROC Cost

Community Presence
(1 Example)

Human Annotated 0.924 0.975 $508.16

GPT-Annotated 0.903 0.960 $1.41 

Joblessness
(2 Examples)

Human Annotated 0.94 0.977 $508.16

GPT-Annotated 0.893 0.945 $2.92

Alcohol Use
(1 Example)

Human Annotated 0.913 0.966 $508.16

GPT-Annotated 0.864 0.924 $1.04 

Tobacco Use
(2 Examples)

Human Annotated 0.935 0.976 $508.16

GPT-Annotated 0.926 0.961 $3.81 



Pathology with LLM

https://arxiv.org/pdf/2305.15072.pdf



Thank You!

https://aihealth.ischool.utexas.edu/
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